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ABSTRACT: Introduction: Statistical methods such as Principal Component Analysis (PCA) and Factor Analysis 
(FA) are increasingly popular in Nutritional Epidemiology studies. However, misunderstandings regarding 
the choice and application of  these methods have been observed. Objectives: This study aims to compare and 
present the main differences and similarities between FA and PCA, focusing on their applicability to nutritional 
studies. Methods: PCA and FA were applied on a matrix of  34 variables expressing the mean food intake of  
1,102 individuals from a population-based study. Results: Two factors were extracted and, together, they explained 
57.66% of  the common variance of  food group variables, while five components were extracted, explaining 
26.25% of  the total variance of  food group variables. Among the main differences of  these two methods are: 
normality assumption, matrices of  variance-covariance/correlation and its explained variance, factorial scores, 
and associated error. The similarities are: both analyses are used for data reduction, the sample size usually 
needs to be big, correlated data, and they are based on matrices of  variance-covariance. Conclusion: PCA and 
FA should not be treated as equal statistical methods, given that the theoretical rationale and assumptions for 
using these methods as well as the interpretation of  results are different.
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INTRODUCTION

Principal Component Analysis (PCA) and Factor Analysis (FA) are multivariate statistical 
methods that analyze several variables to reduce a large dimension of  data to a relatively 
smaller number of  dimensions, components, or latent factors1. These statistical methods 
are widely applied in nutritional epidemiology to study food combination2, such as dietary 
pattern analysis3. Despite their widespread utilization, many researchers do not know the 
assumptions and conceptual differences between PCA and FA, which leads to a misuse of  
the methods, impairing the interpretation and validity of  results.

The selection of  PCA or FA should be based on the objective of  the research. 
Both methods are used for data reduction, but PCA aims to describe a large data set in 
a simpler dimension, preferably a plan. In this case, PCA is used mainly to show graph-
ically the relationships among the variables in some reduced dimension graphs. On the 
other hand, FA is a statistical model used to build dietary patterns (factors), which are 
latent variables to predict food choices4. PCA is a mathematical procedure that enables 
the researcher to reduce the number of  correlated variables into a smaller number of  
components (linear combination of  such variables), linearly independent of  each other, 
which represents a percentage of  the total covariance1,5. There is no assumption of  nor-
mality at this stage. In contrast, FA aims at modeling each original variable through latent 
factors and random errors, in a way that reduces the number of  factors, and, depending 

RESUMO: Introdução: Métodos estatísticos de análise multivariada, tais como Análise de Componentes Principais 
e Análise Fatorial, têm sido cada vez mais utilizados nos estudos em Epidemiologia Nutricional, no entanto 
equívocos quanto à escolha e aplicação dos métodos são observados. Objetivos: Os objetivos deste estudo são 
comparar e apresentar as principais diferenças e similaridades conceituais e metodológicas entre Análise de 
Componentes Principais e Análise Fatorial visando à aplicabilidade nos estudos em nutrição. Métodos: Análise 
de Componentes Principais e Análise Fatorial foram aplicadas em uma matriz de 34 grupos de alimentos que 
expressaram o consumo alimentar médio de 1.102 indivíduos de um estudo populacional. Resultados: Um total de 
dois fatores foi extraído e juntos explicaram 57,66% da variância comum entre as variáveis dos grupos alimentares, 
enquanto um total de cinco componentes foi extraído e juntos explicaram 26,25% da variância total. Entre as 
principais diferenças envolvendo os dois métodos estão: pressuposto de normalidade; as matrizes de variância-
covariância/correlação, com consequente quantidade de variância explicada; a carga fatorial/componente e o 
erro associado. Entre as similaridades estão: ambas as técnicas são usadas para redução de dados; necessitam de 
um grande tamanho de amostra; os dados precisam ser correlacionados e são baseadas nas matrizes de variância-
covariância/correlação. Conclusão: Análise de Componentes Principais e Análise Fatorial não devem ser tratadas 
como métodos estatísticos iguais e intercambiáveis, uma vez que o racional teórico e os pressupostos para o uso 
dos métodos, assim como a interpretação dos resultados, são diferentes.
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on the extraction method, the assumption of  normality becomes necessary1. One of  the 
possible estimation methods used in FA is the principal components, hence the confu-
sion between these methods1.

One of  the main differences between PCA and FA in mathematical terms is the values 
found in the diagonal of  the correlation matrix1,5-7, the basis of  both methods. The total 
variance of  each variable is a result of  the sum of  the shared variance with another vari-
able, the common variance (communality), and the unique variance inherent to each 
variable (specific variance)8. In PCA, all variance is taken into account in the calculations. 
Consequently, the diagonal of  the correlation matrix is 1.00 (sum of  the unique variance 
of  each variable, common variance among variables, and error variance) and includes all 
variance of  the variables1,5,9. In turn, FA uses only common variance8; therefore, the diago-
nal of  the correlation matrix includes only communalities, that is, only the variance shared 
with other variables will be considered (excluding the unique variance of  each variable 
and error variance)1,5,9. 

PCA is conceptually simpler than FA since it summarizes or aggregates sets of  cor-
related variables and, in that sense, is relatively empirical, being a method of  exploratory 
descriptive analysis1,6,10. On the other hand, FA is a more complex method in the sense 
that factors reflect the causes of  observed variables, thereby this analysis assumes a char-
acteristic of  the multivariate model by calculating factor loadings and errors assigned 
to each factor6,10. 

In this regard, the objective of  this article was to compare and show the differences and 
similarities between PCA and FA, presenting an example based on actual data. 

METHODS

STUDY POPULATION AND DATA MANAGEMENT

We illustrated the application of  PCA and FA in the nutrition field by using both mul-
tivariate methods on a matrix of  34 variables expressing the mean food intake (in grams/
day) of  1,102 individuals (aged 20 years and older) who responded to two non-consecutive 
24-hour dietary recalls (24HDR) in a population-based study11. The study had two differ-
ent objectives: to describe only the multidimensional data in PCA and the derivation of  
dietary patterns in FA. Castro et al.11 present a detailed description of  the 34 food groups 
and their composition.

The procedures to group the foods were the same applied by Castro et al.11. In brief, a 
total of  948 different foods consumed on dietary assessment days dropped to 38 food groups, 
following the criteria: 

•	 similarity in nutrient profile, that is, combining variations of  the same food with 
similar nutrient profile in the same group (e.g., different types of  coffee); 
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•	 regional dietary habits and culinary usage of  foods by the Southeastern Brazilian 
population.

Next, we analyzed a correlation matrix of  the variables to investigate how food groups 
correlate to each other. Since four food groups did not correlate significantly (p > 0.05) 
with any other food group, they were excluded from analysis, resulting in 34 food groups 
for FA and PCA. 

In food groups with zero augmented distribution, it would be better to treat the data 
before starting data reduction. Statistical methods to estimate usual intake can be applied 
to deal with intra-individual variation and zero augmented distribution12,13. Another option 
is the direct analysis of  the correlation matrix, using alternative correlation instead of  the 
usual Pearson correlation. After the analysis, the researcher can compare its results to those 
from the usual analysis and verify if  there were relevant differences. 

STATISTICAL ANALYSIS

Before using any statistical method, as a first step, the researcher must have a very clear 
objective. After deciding between possible statistical methods, it is important to verify its 
assumptions; with FA and PCA, it is not different. First, the sample size needs to be big 
enough regarding the number of  variables that will be analyzed. There is no sample size 
calculation, and this number is arbitrary, but generally, at least 50 individuals are recom-
mended. Also, the sample size should be at least five times greater than the number of  vari-
ables, with an ideal proportion of  10 or more individuals for each analyzed variable5. In this 
study, the proportion of  individuals to variables considered in the illustrative example was 
approximately 32:1.

Second, both analyses are based on the covariance/correlation matrix, so assessing sam-
ple adequacy according to the multiple correlations of  the variables is recommended. It is 
noteworthy that variables included in both analyses need to be correlated, and if  these cor-
relations are low, it is better to have a bigger sample size. Significant correlations of  the set 
of  variables indicate sample adequacy for FA or PCA, but looking at correlation magnitudes 
is always advisable. In FA, sample adequacy should be assessed, and two tests can be applied: 
the Kaiser-Meyer-Olkin (KMO) test and Bartlett’s sphericity test. KMO statistic is a propor-
tion of  variance among variables that might be common variance: varies from zero to one, 
in which zero is inadequate, while close to one is adequate14. Bartlett’s test compares the 
observed correlation matrix to the identity matrix (off-diagonal is zero). If  they are similar, it 
will be necessary as many factors as variables, and the analysis is useless4. Overall, KMO val-
ues above 0.50 and p < 0.05 for Bartlett’s sphericity test are considered acceptable5. Also, FA 
requires an extra assumption: input variables do not need to present multivariate normal 
distribution, but normality is assumed for unique factors (regression errors). There is no 
statistical test to check it properly, but it is recommended to plot histograms or Q-Q plots 
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of  all variables to confirm if  they are close to normally distributed and to verify the pres-
ence of  outliers15. Once assumptions were reached, FA and PCA can be applied following 
the steps in Figure 1. 

In the second step of  FA, it is necessary to choose one of  the several extraction meth-
ods available. Principal components, principal factor, and maximum likelihood factor are 
among the most popular in nutritional epidemiology1. The decision about which method 
to use should combine the objectives of  FA with the knowledge about some basic charac-
teristics of  the relations between variables2. 

The extraction method of  FA used in this study was the principal factor (PF), a default 
method for some statistical software, such as Stata®, commonly used in health sciences. 

FA

1 - To verify method assumption
(sample size, sample adequacy

[KMO e Bartlett’s test],
multivariate normal distribution)

4 - To plot the components for 
interpretation and conclusion of solution

3 - Determine the number of components
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Figure 1. Step-by-step of Factor Analysis and Principal Component Analysis.
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This method considers the variance of  each observed variable explained by the factor (i.e., 
communality) to compute factor loadings1,16. On the other hand, in the second step of  PCA, 
matrix decomposition is automatic in an exploratory way5, so there is no need to choose 
an extraction method. 

The third step of  PCA and FA settles the number of  factors to extract; firstly, the Kaiser 
criterion was applied14. This criterion is based on the rationale that the minimum vari-
ance explained by the factor should be equal to or greater than the variance of  one single 
observed variable17. Cattell’s scree test5, i.e., a plot of  the proportion of  variance explained 
by each component/factor (eigenvalues), was visually inspected to identify breakpoints in 
the curve trajectory (inflection point) and check the distance between points. The greater 
the distance between points, the larger the increase in variance explained with the inclu-
sion of  the component/factor. Cattell’s scree test is useful when deciding on the number of  
components/factors to extract if  a large number of  components/factors shows eigenvalues 
greater than 1.0. The same steps mentioned above were applied to determine the number 
of  components and factors and allow for comparisons. Figure 2 presents the Cattell’s scree 
test for FA and PCA.

The fourth step in PCA is plotting the components for interpretation and conclud-
ing the solution. At this point in PCA, it is possible to interpret components or the cor-
relation between components and variables (easily calculated by multiplying component 
values by the square root of  the eigenvalues). Some statistical software plots the graphs 
with correlations for interpretation. These graphs have two dimensions/plans for inter-
pretation, with vectors corresponding to each food item, and its size shows how well 
represented they are in such plan. Also, the angle between vectors indicates how cor-
related these food groups are. If  the angle between two food items is small, they have a 
high positive correlation, if  close to 90º, they are not correlated, and if  between 90º and 
180º, they are negatively correlated. For simplicity, this article will present only the first 
plan (components 1 and 2), but in conventional analysis, all combinations of  the selected 
components should be plotted. 

The fourth step of  FA is factor rotation. The orthogonal Varimax rotation was applied 
to the subset of  factors extracted, aiming to estimate uncorrelated factors with a simpler 
loading matrix, which was considered easier to interpret14,18. A simple loading matrix is 
estimated when the variable loads highly on as few factors as possible, and loadings of  the 
variables across the factors (cross-loadings) are approximately zero19,20. The idea of  factor 
rotation is based on the objective of  the analysis used to build factors, latent variables rep-
resenting patterns that predict the intake of  food groups. In that sense, the PCA rotation is 
not appropriate because it is not part of  its objective. Factor rotation should be done only 
to estimate factor when the assumptions for inference were verified.

After identifying factor loadings, as a fifth step, the researcher should look for variables 
not adequately explained by the factors5. Thus, the interpretation of  FA must also consider 
communalities, as estimated communalities represent how much a variable has in common 
with the remaining variables in the analysis1,5,21. If  a variable has a high correlation with one 
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Figure 2. Scree plot of the eigenvalues of factors and components.
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or more variables, the communality increases5, and the set of  factors will explain much of  
the variable variance22. Considering that FA seeks to explain variance through common 
factors, authors usually exclude variables with low communalities and go back to the first 
step5,21. The cut-off  point for communality is arbitrary, and each author makes his or her 
own decision based on the desired explanation level. In the nutrition field, some authors 
used cut-off  values equal to or greater than 0.1023 and 0.2524, that is, they considered accept-
able variables that explained at least 10 and 25% of  variance; however, most articles do not 
mention it. In this study, we decided to present all communalities.

The sixth step of  FA is the interpretability of  factors, investigated considering that food 
groups with positive loadings can be interpreted as being directly correlated to the factor, 
while food groups with negative loadings can be interpreted as being inversely correlated 
to the factor.

As a way to facilitate interpretation, authors usually use cut-off  points in rotated factor 
loadings to find factor names5. For instance, nutritional epidemiology commonly adopts 
the cut-off  of  |0.30|, i.e., variables with loadings lower than this cut-off  are not consid-
ered when creating the name of  the factor. In this application, we used a cut-off  of  |0.30|. 
Nonetheless, we emphasize that all variables/items were included for score calculation, as 
a way to help to provide some interpretation.

The seventh and last step of  FA is the estimation of  factor scores. This step is non-com-
pulsory, but it can be useful for the subsequent analysis, given that researchers intend to 
identify an individual’s placement or ranking on the factor; in the nutrition field, the factor 
could be translated into intake patterns25. 

We performed all analyses using the Stata® software, version 12, and SAS software, ver-
sion 9.3. The Research Ethics Committee of  the School of  Public Health at Universidade 
de São Paulo and the Municipal Secretariat of  Health approved the main study.

RESULTS

Table 1 shows the illustrative example of  the application of  both techniques to the same 
dietary data. Comparing results from both methods, the number of  factors extracted (FA) 
was, as expected, lower than the number of  extracted components (PCA). Two factors 
were extracted and, together, they explained 57.7% of  the common variance of  food group 
variables, while five components were extracted, explaining 26.3% of  the total variance of  
food group variables. Figure 2 demonstrates that only two factors met the Kaiser criterion 
(eigenvalues > 1.0). In contrast, fourteen components satisfied the same criterion. However, 
while performing the visual inspection of  the plot, a breakpoint in the curve trajectory of  
the fifth component was suggested to meet the Kaiser criterion.

Another difference between FA and PCA lies in the food group loadings. Most food 
groups showed larger loadings, in module, in FA than in PCA. Comparing the two fac-
tors with the first two components extracted, the highest loading in FA was 0.55 for 
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Table 1. Results from principal component analysis (PCA) and factor analysis (FA) before and after Varimax rotation, based on a 2-day mean 
food group intake, Health Survey of São Paulo, Brazil.

Principal components (PC)
Correlation between PC 
and food group intakes h2 for 

2 PCs
h2 for 
5 PCs

FA (without 
rotation)

FA (after 
Varimax 
rotation)

h2 
for 2 

factors
PC1 PC2 PC3 PC4 PC5 Dim1 Dim2 Dim3 Dim4 Dim5 F1 F2 F1 F2

Rice .41 -.14 -.03 -.32 -.04 .61 -.20 -.04 -.40 -.05 .42 .58 .55 -.10 .54 .13 .31

Pasta .00 .04 .25 .24 -.04 .00 .05 .33 .30 -.05 .00 .20 -.01 .04 -.03 .03 .00

Bread/Toasts/Crackers .29 -.24 -.06 .29 .18 .43 -.35 -.07 .37 .21 .30 .49 .38 -.25 .45 -.07 .21

Whole bread -.03 .33 -.09 .07 .08 -.05 .47 -.11 .08 .09 .22 .25 -.07 .35 -.21 .29 .13

Fruits -.04 .27 -.15 -.01 .02 -.06 .39 -.19 -.01 .02 .16 .19 -.07 .27 -.18 .22 .08

Canned vegetables .22 .37 -.03 -.08 .04 .32 .53 -.04 -.10 .04 .39 .40 .21 .46 .01 .50 .25

Leafy vegetables .09 .11 .21 .09 -.09 .13 .16 .28 .11 -.10 .04 .14 .08 .13 .02 .15 .02

Non-leafy vegetables .19 .37 -.07 .00 .01 .27 .53 -.09 .00 .02 .36 .37 .17 .44 -.03 .47 .22

Beef .17 .04 .08 -.18 .01 .25 .06 .11 -.22 .01 .06 .12 .18 .07 .14 .14 .04

Pork .06 -.02 .17 -.06 -.11 .09 -.03 .22 -.07 -.13 .01 .08 .06 -.01 .06 .02 .00

Processed meat .21 .00 .19 -.06 -.18 .31 .00 .24 -.08 -.21 .09 .20 .22 .03 .19 .12 .05

Poultry .11 .10 -.06 -.09 .08 .16 .14 -.08 -.11 .10 .05 .08 .11 .12 .05 .16 .03

Chocolate powder .06 -.02 .06 .04 .58 .09 -.03 .08 .05 .68 .01 .48 .06 -.01 .06 .01 .00

Yellow cheese .11 .03 .14 .25 -.05 .17 .04 .19 .31 -.06 .03 .17 .11 .04 .08 .08 .01

White cheese -.03 .23 -.08 .11 .10 -.04 .33 -.10 .14 .12 .11 .15 -.06 .22 -.14 .18 .05

Whole milk .13 -.12 -.15 .04 .48 .19 -.17 -.20 .04 .57 .07 .43 .16 -.11 .19 -.04 .04

Low-fat and skim milk -.11 .23 -.06 .12 -.08 -.16 .33 -.08 .15 -.09 .13 .17 -.14 .22 -.22 .14 .07

Other dairy products .11 .13 -.08 .09 .02 .16 .18 -.11 .11 .02 .06 .08 .10 .14 .03 .17 .03

Continue...
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Principal components (PC)
Correlation between PC 
and food group intakes h2 for 

2 PCs
h2 for 
5 PCs

FA (without 
rotation)

FA (after 
Varimax 
rotation)

h2 
for 2 

factors
PC1 PC2 PC3 PC4 PC5 Dim1 Dim2 Dim3 Dim4 Dim5 F1 F2 F1 F2

Eggs .20 -.02 -.01 -.02 -.02 .30 -.03 -.01 -.03 -.03 .09 .09 .22 .01 .19 .10 .05

Pulses .00 .05 -.11 .17 -.04 -.01 .08 -.14 .21 -.05 .01 .07 -.01 .05 -.03 .04 .00

Beans .34 -.18 -.04 -.36 -.09 .51 -.25 -.05 -.45 -.10 .32 .54 .45 -.15 .48 .05 .23

Butter/Margarine .27 -.15 -.13 .24 .12 .40 -.21 -.17 .30 .14 .21 .35 .34 -.14 .37 .01 .14

Cakes/Confectionery products .06 .04 .12 .23 -.04 .09 .06 .16 .29 -.05 .01 .12 .05 .05 .03 .06 .00

Salty snacks .06 .03 .04 .08 .17 .09 .05 .05 .10 .20 .01 .06 .05 .04 .03 .06 .00

Sandwiches .00 -.05 .38 .11 -.07 .01 -.07 .50 .14 -.08 .00 .28 .00 -.05 .02 -.04 .00

Coffee/Tea .16 -.12 -.28 .32 -.34 .23 -.17 -.36 .41 -.41 .08 .54 .21 -.13 .24 -.03 .06

Soft drinks .14 -.08 .44 -.01 .16 .21 -.12 .58 -.01 .19 .06 .43 .16 -.07 .18 .01 .03

Fruit juices .14 .20 .05 .16 .03 .21 .29 .06 .20 .04 .13 .17 .13 .23 .02 .26 .07

Alcoholic beverages .09 .04 .30 .00 -.18 .14 .06 .39 .00 -.21 .02 .22 .08 .06 .05 .09 .01

Cold cuts .07 .04 .11 .12 .16 .11 .05 .15 .15 .19 .01 .09 .07 .04 .04 .07 .01

Salad dressing .32 .34 -.03 -.06 .00 .48 .50 -.04 -.08 .00 .47 .48 .35 .46 .13 .57 .34

Sugar .27 -.15 -.22 .32 -.21 .40 -.22 -.28 .40 -.25 .21 .51 .34 -.15 .38 .01 .14

Fatty Sauces/Creams/Mayo .02 .08 .30 .18 .03 .02 .11 .39 .23 .04 .01 .22 .00 .08 -.03 .08 .01

Spices .15 .19 .00 -.11 -.09 .23 .27 .00 -.14 -.11 .13 .16 .14 .22 .04 .26 .07

Eigenvalues 2.2 2.1 1.7 1.6 1.4 2.21 2.9 1.7 1.6 1.4  -  - 1.4 1.3 1.4 1.3  -

Explained variance (%) 6.5 6.1 5.0 4.6 4.1 6.5 6.1 5.0 4.6 4.1  -  - 30.8 26.9 30.8 26.9 -

Accumulated variance (%) 6.5 12.6 17.6 22.2 26.3 6.5 12.6 17.6 22.2 26.3  -  - 30.8 57.7 30.8 57.7  -

In bold: loading ≥ |0,30|; KMO = 0,59; Bartlett’s sphericity test (p < 0,001) / h2 = communalities.

Table 1. Continuation.
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the rice group (Factor 1), while the highest loading in PCA was 0.41 for the same food 
group (Component 1).

In FA, the communalities of  the variables ranged from 0.00 to 0.34, with seventeen 
variables explaining less than 5% of  the common variance, while in PCA, the communali-
ties of  the variables ranged from 0.02 to 0.47 for two components and 0.06 to 0.58 for five 
components, showing that by extracting a greater number of  components, the amount of  
common variance increases.

Applying a loading cut-off of  |0.30| to simplify the interpretation of  the factor structure, 
we can observe two factors: factor one (30.8% of  explained variance) showed positive loadings 
to rice, bread/toasts/crackers, beans, butter/margarine, and sugar; and factor 2 (26.9% of  
variance) was characterized by canned vegetables, non-leafy vegetables, and salad dressing.

Figure 3 presents the graphic representation of  the correlations between the first two 
components and food group intakes in PCA. This is the first plan to analyze and represents 
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the most important part of  the variance. This graph reveals that some food items are well 
represented in the first plan, such as canned vegetables, salad dressing, and rice, whose 
vectors are closer to the ray size 1 (maximum correlation). We notice that canned vegeta-
bles, salad dressing, and non-leafy vegetables are consumed in association (similar to the 
results for factor 2). White cheese, whole bread, fruits, and low-fat and skim milk are also 
consumed in association. Moreover, bread/toasts/crackers, butter/margarine, rice, beans, 
sugar, and coffee/tea (similar to factor 1) are consumed in association and inversely associ-
ated with the intake of  white cheese, whole bread, fruits, and low-fat and skim milk (a fac-
tor not identified in FA). 

DISCUSSION

This work aimed to compare and present the differences and similarities between FA and 
PCA, highlighting that the choice of  method will depend on the study objective: PCA only 
describes a large data set in a simpler dimension, while FA is a statistical model used to build 
dietary patterns. Also, our results showed that FA and PCA might lead to different estimates, 
especially when the common variances of  the variables are low. The difference in variable 
factor loadings between FA and PCA, as observed in this study, might be explained by the 
low communalities of  the variables. In this regard, some authors have suggested that when 
the number of  variables is above 30, common variances exceed 0.60 for most variables5, and 
error (unique/specific variance) is close to zero5,26, FA and PCA can produce similar results. 
However, even if  the final solution (factors and components) in most studies is often simi-
lar between the two methods, the interpretation of  the findings and data modeling should 
not be made in the same way. 

FA can be applied to studies that aim to analyze the dietary pattern of  a certain popula-
tion since it generates factors that represent a latent variable, which will explain the consump-
tion of  food items or food groups. Each food item/group is estimated (with random error) 
by a linear combination of  non-observed variables, the factors (latent variables). The factor 
scores calculated in FA represent the “pattern” of  the individual and not a “real” observation27. 

PCA should be used when the researcher intends to reduce the original data into a 
smaller set of  components for interpretation to reproduce part of  the variability in fewer 
linear combinations of  the original variables. The interpretation of  the final solution can be 
made graphically, as shown in this study. Thus, the objective, in this case, is to identify lin-
ear combinations of  food items or food groups responsible for the larger dietary variability 
of  those individuals and to select food items to elaborate a food frequency questionnaire 
(FFQ)6. Qin et al.28 used PCA to determine the sensory attributes of  apple cider samples 
based on bi-plot and found that floral and fruity odors were highly correlated to sweet taste 
and opposed to more complex aroma attributes. 

The factors obtained in an FA are latent variables, i.e., random variables whose occur-
rence is hidden. In other words, the latent variable represents the true measure of  the 
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variables, taking into account the error associated with the measure of  the variables origi-
nally observed, as the latent variable assumes that each of  its items has an associated mea-
surement error and considers this information in its estimation. Castro et al.29 evaluated the 
association between dietary patterns and metabolic cardiovascular risk factors in Brazilian 
adults and, to build the dietary patterns, the authors considered that each food group had 
measurement errors that could be predicted by dietary patterns. 

The latent variable — factor — may represent hypothetical constructs, which contem-
plate an epistemological aspect, an unobserved concept, such as the characterization of  the 
eating habits of  a given population, be it Western, Traditional, Prudent, or Mediterranean. 
Therefore, FA provides an estimate of  the relationship between food and food groups con-
sumed by different individuals (regardless of  random error), allowing the identification of  
food group combinations, or food patterns, that represent the eating habits of  the popula-
tion studied30.

Although both analyses require attention regarding the sample size, number of  vari-
ables observed, pattern of  covariation/correlation between variables, and number of  com-
ponents/factors that will be formed, the choice of  the best method to use will depend on 
the objective of  each study.

CONCLUSION

Researchers need to be aware of  the different characteristics of  PCA and FA to decide 
on the most appropriate method to achieve the objectives of  their research. Even though 
in some situations both methods could provide similar results, they are conceptually differ-
ent, leading to a diverse interpretation of  results.
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